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Dataetisk Rads heringssvar vedr. projektforslag til nye kommunale og regio-
nale sighaturprojekter om anvendelse af kunstig intelligens i den offentlige
sektor

1. Digitaliseringsstyrelsen, KL og Danske Regioner har ved e-mail af 19. april 2021 anmo-
det om Dataetisk R&ds eventuelle bemcerkninger til en rcekke projektforslag til nye
kommunale og regionale signaturprojekter, der skal give erfaringer med anvendelse
af kunstig intelligens i den offentlige sektor.

Dataetisk R&d er tidligere blevet introduceret til signaturprojekterne og er senest i ja-
nuar blevet proesenteret for to konkrete problemstillinger fra signaturprojekter, hvor
projektlederne fik lejlighed til at proesentere og gd i dialog med rddet om dataetiske
problemstillinger.

De i alt 27 projektforslag fordeler sig p& overordnet pd tre forskellige omrdder: klima (3
projektforslag), velfcerd, herunder sundhed (15 projektforslag), og administration (9
projektforslag).

P& klimaomrddet kan kunstig intelligens ifelge projektparterne hjcelpe klimaindsatsen
ved at bidrage til en reduktion af maengden af drivhusgasser, f.eks. gennem intelligent
energistyring i bygninger. Her kan algoritmer efter det oplyste proediktere energibeho-
vet, s@ledes at man ikke opvarmer bygninger pd tidspunkter, hvor de ikke benyttes.
Kunstig intelligens kan eksempelvis ogsd efter det oplyste anvendes til at identificere
keelder, der- og portdbninger i 3D-bymodeller baseret pd eksisterende luft- og skréfo-
tos, hvor vandet vil Igbe hen og derved danne vidensgrundlag for klimasikringstiltag,
s& man undgdr oversvemmelser af boliger og infrastruktur.
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P& velfcerdsomrddet, herunder sundhedsomrddet, kan kunstig intelligens ifelge pro-
jektparterne f.eks. benyttes til hurtigere og bedre billeddiagnostik ved f.eks. at under-
stotte loegen i at identificere tegn pd kroeft, lungesygdomme og slidgigt mv. og derved
ogsd fokusere anvendelsen af rentgen- og MR-scanninger. Tilrettelceggelse af indsat-
sen mdlrettet udsatte borgere ventes ifalge projektparterne ogsd at kunne forbedres
og understgttes ved brugen af kunstig intelligens. Eksempelvis kan teknologien efter
det oplyste benyttes til f.eks. ved opsporing af undererncering hos celdre eller i visitati-
onen af borgere til f.eks. genoptroeningsforlgb.

Endelig har en roekke projektforslag ifelge projektparterne til formdl at anvende kun-
stig intelligens til at forbedre den offentlige administration og service. Det kan f.eks.
veere anvendelse af voicebots eller intelligent mailsortering. Kunstig intelligens kan ef-
ter det oplyste ogsd understotte en korrekt og hurtig sagsbehandling ved hjcelp af be-
slutningsstatte i forbindelse med aktindsigter og bidrage til at effektivisere interne ad-
ministrative processer.

2. Dataetisk R&d har felgende bemcerkninger:

Dataetisk R&d finder det generelt positivt, at man med en raekke nye kommunale og
regionale signaturprojekter gnsker at afsege mulighederne for anvendelse af ny tek-
nologi og herunder kunstig intelligens i den offentlige sektor.

Anvendelse af kunstig intelligens i den offentlige sektor er stadig pd et tidligt stadie.
Med signaturprojekterne kan der hgstes erfaringer med anvendelse af teknologien
med henblik pd at udnytte teknologiske muligheder til at give en bedre og mere effek-
tiv service til borgere og virksomheder.

Samtidig kan projekterne give indsigt i teknologiens begraensninger og udfordringer,
herunder i forhold til de dataetiske overvejelser som anvendelse af kunstig intelligens i
den offentlige sektor giver anledning til.

Dataetisk Rdd anbefaler, at det overvejes og udtrykkeligt dokumenteres, hvilke etiske
overvejelser, der ligger til grund for projekterne i forhold til retssikkerhed, grundiceg-
gende rettigheder og grundiceggende samfundsmaessige veerdier. R&det opfordrer til,
at projekterne lgbende og i afrapporteringen forholder sig til, dokumenterer og evalu-
erer etiske problemstillinger i forbindelse med projekterne, sé det sikres, at relevante
overvejelser og hensyn til etiske voerdier integreres i databehandlingen.

Dataetisk R&d finder det generelt positivt, at en raekke af signaturprojekterne tematisk
er udvalgt inden for omrdder, der ikke i sig selv synes at involvere borgernes person-
lige oplysninger. Denne udvcelgelse flytter fokus fra spergsmalet om, hvad vi kan
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bruge borgernes personlige oplysninger til, til spergsmdlet om, hvad ny teknologi og
data i bred forstand har af nytteveerdi.

Det er imidlertid rédets anbefaling, at det overvejes og beskrives prcecist, hvilke data
der skal anvendes, herunder fra hvilke kilder samt hvor felsommme disse data anses for
at veere.

R&det anbefaler i den forbindelse, at indhold, omfang og deling af borgernes person-
lige data begraenses mest muligt og ikke opbevares lcengere end hgjst ngdvendigt.
Radet fremhcever i den forbindelse databeskyttelsesreglernes krav til formdilsbe-
greensning, tidsbegroensning og dataminimering.

Dataetisk Rdd anbefaler, at fejlsikring og sikkerhed i forhold til opbevaring og eventuel
deling af data teenkes ind tidligt i projekterne, sdledes at systemer baseret pd kunstig
intelligens kan handtere fejl eller uoverensstemmelser og reagere hensigtsmaessigt
pd sddanne samt, at systemer og data ikke utilsigtet bliver tilgcengelige for uvedkom-
mende personer og pd anden mdéde vaere modstandsdygtige over for angreb og for-
seg pd manipulation af data eller algoritmer.

Dataetisk Rdd anbefaler derudover, at rddets samkeringsveerktej anvendes til alle sig-
naturprojekter, der involverer samkering af data, og at veerktgjets brug indarbejdes i
projekterne og i afrapporteringen med henblik p& at understatte etiske overvejelser i
forbindelse med samkering af data i den offentlige sektor. Der kan lceses mere om rd-
dets samkaringsveerktgj via felgende link: Samkering af data i det offentlige ved brug
af nye teknologier | Dataetisk R&d (dataetiskraad.dk)

Det er endvidere Dataetisk R&ds anbefaling, at projekterne baseres p&d gennemsigtig-
hed for borgerne. Der bar informeres klart og forstdeligt om behandlingen af borger-
nes data, det enkelte projekts formdl, funktion, sikkerhed og begroensninger.

Dataetisk Rdd anbefaler yderligere, at signaturprojekterne, der involverer borgernes
data, bygger pa frivillighed og valgfrined for borgerne.

Endelig er det Dataetisk Radds anbefaling, at der tcenkes lighed ind i udviklingen af pro-
jekterne med henblik p& at mindske problematiske bias i data. Det er endvidere rddets
anbefaling, at der mdirettet arbejdes for at ogsd ressourcesvage og udsatte borgere
far gavn af den teknologiske udvikling.

For at sikre at databehandlingen sker under behgrig hensyntagen til de personer, den
bergrer, anbefaler rédet endvidere, at de signaturprojekter, der i sidste ende sigter
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imod at forbedre forholdene for borgere eller medarbejdere, inddrager relevante fag-
grupper, brugergrupper og organisationer i overvejelserne af signaturprojekternes for-
dele og ulemper ogsd i dataetisk henseende.

Radet stdr til réddighed for uddybning og yderligere rddgivning i forhold til eventuelle
dataetiske overvejelser i forbindelse med projekterne.

Med venlig hilsen for Dataetisk R&d.

Johan Busse

Formand
Dataetisk R&d
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